Explanation to LExNO (not for inclusion in the manuscript)

I changed the Koehler model.   Motivation for this is twofold: 1) the Seinfeld and Pandis (1998) formula does not properly account for the effect of the dry particle volume in the Raoult term, and 2) the “A” (0.66e-6 m) in the Seinfeld and Pandis formulation is too large.   It appears that they plugged in the surface tension of water at 0 oC, instead of the value at 25 oC.

The mechanics of changing the
[image: image169.wmf]is this: 1) Reverse via Seinfeld and Pandis (1998), for temperatures 18 oC (Leipzig, Laramie and Copenhagen) and 22 oC (Mainz), to a virtual ammonium sulfate dry diameter.   2) Using the virtual ammonium sulfate dry diameter, and constants for 25 oC (
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=2.280 (See Figure 3) in manuscript for more detail on the vant Hoff factor), 
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Note that Equation b is the derivative of Equation a, set to zero.   I.e. Equation b defines the critical point.   Also, the value 
[image: image11.wmf]i

=2.280 is “tuned” to a complete model of the Koehler curve (see a few pages down where I explain this in the manuscript).
Temperature is a factor, certainly, but for the LExNO CCN paper I plan to only show 
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values calculated at 
[image: image13.wmf]T

= 298.15 K .    If we do examine the temperature sensitivity we can do that by updating 
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, 
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 and 
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 in Equations a/b.   I have looked at that and the effect is relatively small compared to experimental uncertainties in the derived  
[image: image17.wmf]c
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.   My thinking on this has changed since I proposed the Seinfeld and Pandis (1998) Koehlerism for LExNO:  For example, in the CCNs the particles are growing so their temperature is larger than the chamber temperature; the particle temperature enhancement is about 1 oC at 1% supersaturation.  I conclude that a thorough consideration of temperature requires more than what we can say with the LExNO data set.
Diana and Heike, look for your name and my questions below; I need more information about how the Leipzig and Mainz was set up, thanks.
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Instruments

Detailed descriptions of the three CCN instruments are published and will not be repeated here (Stratmann et al., 2004; Roberts et al., 2005; Snider et al., 2005).   However, we will discuss, and contrast, the physics underlying the production of supersaturated conditions in these three CCN chambers.   Also presented in this section are the empirical methods we used to describe the supersaturation in terms of CCN chamber temperatures and the resulting supersaturation error.

Figure 1 shows schematics of the three devices.   Vectors indicate the direction and magnitudes of the sensible and latent heat fluxes.   For the static diffusion instrument, the fluxes are commonly assumed to be uniform in space, on the assumption that lateral wall effects are negligible particularly in the center of the chamber where droplet nucleation is detected (Nenes et al., 2001).   It is also assumed that fluxes do not vary with time (steady state assumption, see Katz and Mirabel, 1975).   The uniform and steady flux assumptions lead to solutions of the one-dimensional diffusion equation.   There are three important characteristics of this solution: 1) the temperature profile (in the vertical dimension) is linear, 2) the vapor partial pressure profile is linear, and 3) the saturation vapor pressure profile is non-linear.  These characteristics lead to the parabolic supersaturation profile illustrated in Figure 1.
Within the cylindrical Leipzig and Mainz flow tubes a relatively narrow aerosol flow stream is confined to the flow centerline by a sheath air stream.   This is in contrast with the situation in the static diffusion instrument where the aerosol sample is at rest and occupies the whole volume of the chamber.  Focusing on the energy transport occurring perpendicular to the flow direction, it is apparent from the modeling study of Stratmann et al. (2004) that Leipzig instrument produces divergent fields of sensible and latent heat flux (Figure 1).  This divergence is in contrast to the non-divergent flux fields within the static diffusion chamber.  From the LACIS inlet to about 20% downstream the aerosol stream experiences decreasing temperature, in response to the sensible heat flux divergence.  The cooling drives an increase in relative humidity and this increase occurs in spite of the compensating latent heat flux divergence.  The magnitude of the two divergences does diminish further downstream and this diminishment is a consequence of the relaxation of the properties of the flow to the uniform boundary condition imposed by the wall.  The model also demonstrates that an imbalance between the diffusivity of water vapor in air and the thermal diffusivity of air results in an imbalance between latent heat flux divergence and the sensible heat flux divergence.  The net effect is that subsaturated conditions are predicted for the aerosol flow stream near the bottom of the tube.  The model also demonstrates that a transient supersaturated condition is produced at a height that is approximately 30% down from the top of the flow tube.  This relative humidity maximum increases with increasing inlet flow stream relative humidity and with decreasing wall temperature.   A supersaturated RH maximum is produced with judicious choice of the inlet relative humidity, the wall temperature and the flow rates.
In the case of the Mainz instrument the latent and sensible heat fluxes are convergent along the aerosol flow stream.  I.e., the flow is heated and humidified as it advects from the top to the bottom of the tube.  Two other aspects of the Mainz instrument are different from LACIS:  1) A downward wall temperature gradient is imposed by heating the tube walls more at the tube bottom compared to the tube waist, and 2) the tube walls are wetted with a water handling system (tube walls are wetted by condensing vapor in LACIS).   A consequence is that the characteristic of air/vapor mixtures which drives subsaturation at the exit of LACIS (vapor diffusivity>air thermal conductivity), combined with the non-uniform wall boundary condition, results in a constant relative humidity in for the flow advecting through the bottom half of the Mainz chamber.  The RH maximum can be driven in excess of unity with judicious choice of the temperature change between the bottom and top of the flow tube, flow rate and humidity conditioning of the flow prior to entry into the top of the chamber. (Diana, are you aware of a reference that specifies where along the tube length the SS reaches a steady state maximum?).

Chamber Supersaturation Calibration

Characterizations of the Laramie, Copenhagen, Mainz and Leipzig CCN instruments reveal that the wall/air interfacial temperatures can be significantly different from the temperatures measured by sensors imbedded in the chamber walls (Stratmann et al., 2004; Roberts et al., 2005; Lance et al., 2006; Snider et al., 2006).   Because of this bias the chamber supersaturation must be calibrated.  In the case of the static diffusion instruments (Laramie and Copenhagen) this calibration is performed by varying the plate temperature difference, and thus the supersaturation, while challenging the instrument with an aerosol composed of quasi-monodisperse particles having known CCN activation properties (Bilde and Svenningsson, 2004).   A nominal supersaturation (
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), quantified in terms of the chamber top and bottom plate temperatures via the Katz and Mirabel (1974) model, is obtained from this analysis.  Also, the dry diameter of the calibrating aerosol is used to derive a corresponding critical supersaturation (
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).   This calculation is described in the Theory Section.   A one parameter fit of the 
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and 
[image: image21.wmf]nom

SS

values defines what we will refer to as the supersaturation calibration.   

Similar methodology is used for calibrate the supersaturation established inside the Leipzig and Mainz instruments.   However, for these devices the sheath and sample flow rates, and the inlet humidification, must also be controlled, and these conditions must also be reproduced when studying particles with unknown activation properties.   In the case of the Mainz instrument the supersaturation calibration relates 
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to the temperature difference between the top and bottom of the flow tube (
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, Rose et al., 2007).   For the Leipzig instrument the calibration relates 
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 and the wall temperature (
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, Wex et al., 2006).

Table 1 summarizes the supersaturation calibrations and the supersaturation error that propagates from those measurements.  For the Laramie and Copenhagen instrument we represent the supersaturation error as the largest departure from the fitted relationship between 
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and 
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 (Snider et al., 2005).   For the Mainz instrument this error comes from consideration of the reproducibility of the two parameters used to fit the relationship between 
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and 
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(Rose et al., 2007).   In the case of the Leipzig instrument the error is expressed as the standard deviation of repeated measurements of the 
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made at discrete values of the LACIS wall temperature (Wex et al., 2006).    In the case of the Copenhagen instrument the supersaturation error is largest; this behaviour reflects a disparity found between the home-laboratory supersaturation calibration (performed in Copenhagen) and the calibration checks performed in Leipzig during LExNO.  The cause of the disparity was not identified.
Determination of 
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- Static Diffusion and DMT Instruments
A common analysis was used in our determination of the
[image: image32.wmf]c
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 from measurements reported by the Laramie, Copenhagen and Mainz instruments.    An ingredient of that analysis is the corrected ratio of the CCN-determined concentration divided by a total particle concentration.   The latter was acquired from a condensation particle counter and is symbolized as “
[image: image33.wmf]CN

”; the measurement of 
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 is described in Section ?.     Here we describe the calculation that distinguishes the corrected and uncorrected active fraction ratios and also the data fitting which leads to the determination of the 
[image: image35.wmf]c
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.
The aerosols we studied during LExNO were sampled from an electrostatic classifier, i.e., the sampled particles are characterized by a common electrical mobility.  In the case of the ammonium sulfate and levoglucosan aerosols, a subset of the electrostatically sampled particles are larger by virtue of the fact that they were sampled while carrying two, or more, units of electrical charge.   These larger particles activate at a lower supersaturation and their presence can bias estimation of the 
[image: image36.wmf]c
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 for the physically smaller, but more numerous, unit-charge fraction.  (Heike, were all LExNO aerosols charge neutralized prior to sampling by the CCNs?).   Accounting for this bias is a two-step process.   First, a value of the supersaturation was identified by examining where the active fraction function steps from a minor plateau, at lower supersaturation, to a major plateau at higher supersaturation.  We refer to this particular supersaturation value as 
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.   Second, the value of 
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was used to correct the active fraction in the following manner
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Here 
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is the corrected active fraction, 
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the uncorrected active fraction evaluated at 
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.    From here on the corrected active fraction values will be referred to as the “active fraction.”
Determination of the 
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 was based on a fit of the active fraction/supersaturation data points.    We chose is a cumulative Gaussian fitting function of the form 
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Here
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 is a scaling factor, 
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C

is the standard deviation of the Gaussian function and
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 defines the point where the function is equal to half its value at large supersaturation.   For the Laramie, Copenhagen and Mainz instruments we take the value of 
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C

 to be 
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.
Determination of 
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- LACIS
The determination of 
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 by the Leipzig instrument was based on optical measurements of the wet particle diameter (
[image: image53.wmf]w
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), made at the exit of the flow tube (Kiselev et al., 2005; Wex et al., 2006), and on the LACIS supersaturation calibration (Table 1).   During LExNO the experimental variable was the temperature of the LACIS wall (
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).  As was discussed in the Instrument Section, the 
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 controls the supersaturation maximum achieved along the centreline flow path such that decreased values of 
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 produce a larger supersaturation maxima and thus nucleation of increasingly less CCN active particles.   Subsequent to nucleation the particle diameter (
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) is controlled by diffusional growth kinetics and by its supersaturation history.   In practice the particular 
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 corresponding to nucleation, and therefore the 
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, is evaluated by identifying an inflection in a plot of 
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 versus 
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.   An example of this is shown in Figure 4 of Wex et al. (2006).
Heike, should there be comment about the resolution along the 
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 axis and also how the minimum detectable size of the OPC may also lead to error in the 
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?
Data from one LExNO experiment is shown all four CCNs in Figure 2.  With the exception of the LACIS points, the quantity plotted on the ordinate is the active fraction.   Plotted on the abscissa is the supersaturation derived by inputting measurements of chamber temperature into the supersaturation calibration (Table 1).   

Not sure how much detail is needed here….there are some issues about the data and about the differences between Mainz and the static chambers that should be addressed.
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Figure 1 – Schematics of the Laramie (top), the Leipzig (bottom left) and the Mainz (bottom right) CCN chambers in cross-section.

Forgot the S profile mentioned in the discussion.

Table 1 – CCN instruments, their supersaturation calibration and error propagating from the supersaturation calibration

	Type
	Operating Institution
	a Supersaturation Calibration
	Supersaturation Error

	Wyoming Static

Diffusion
	Dept. of Atmospheric Science

University of Wyoming, Laramie, USA
	b
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	Wyoming Static

Diffusion
	Dept. of Chemistry 

University of Copenhagen, Denmark
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	c DMT Continuous

Flow
	Max Planck Institute for Chemistry

Mainz, Germany
	d
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	e LACIS Continuous

Flow
	Leibniz Institute for Tropospheric Research

Leipzig, Germany
	Heike, can you fit a relationship?
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Heike, the error values

you sent conform to this

parameterization.   Comments

from you are most welcome. 

Also, see to the left and below


a. Supersaturation (
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) is related to the fractional relative humidity (
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) (Equations 3 and 4) as 
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b. 
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 is the “nominal” supersaturation computed using measurements of the plate temperature difference and top plate temperature according to the chamber model of Katz and Mirabel (1975).   See Snider et al. (2006) and Bilde and Svenningsson (2004) for detail on the calibration of the supersaturation within the Laramie and Copenhagen instruments, respectively

c. Diana, please supply the sheath flow rate, the aerosol flow rate and the pre humdification
d. 
[image: image75.wmf]T
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 is the difference between temperature measurements made at the inlet and exit of DMT column (Rose et al., 2007)

e. Heike, please supply the sheath flow rate, the aerosol flow rate and the pre humdification
[image: image168.wmf]
Figure 2 – Active fractions of a 95 nm mobility equivalent diameter ammonium sulfate particles sampled by the three CCN instruments during LExNO.
The SS is not corrected to Equation 4 (the working model)

Koehler Theory
Calibration of the supersaturation within the CCNs was based on a modeled Koehler theory relationship.   The relationship relates three quantities which can be measured or controlled: 1) the dry particle diameter (
[image: image76.wmf]d
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), 2) the  wet particle diameter (
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), and 3) the fractional relative humidity  (
[image: image78.wmf]RH

).  Here we describe the Koehler model and how it was approximated.    
An exact formulation of Koehler theory was developed by Mita (1979) and contains three composition-dependent properties: water activity, surface tension and water partial molal volume.  Mita analyzed the theory for 20 nm diameter sulfuric acid particles and showed that for a fractional relative humidity greater than 0.9 that the partial molal volume can be approximated as the specific molar volume of pure water.  Employing the development of Mita, and his approximation, the fractional relative humidity over a water/solute solution droplet is
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(3)
Here we use the symbol “
[image: image80.wmf]m

” to represent composition dependence and define this quantity as the molality of the water/solute solution.  An equation independent of (3), describing the relationship between wet diameter, molality, solution density and dry particle diameter is necessary for calculating 
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as a function of
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(i.e., the Koehler curve).  Provided the hydrated particle is spherical and all of the solute is dissolved this compliment to Equation 3 is easily formulated and will not be stated.    For the composition-dependent quantities we utilize the following tables and parameterizations: 
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 (Low (1969) for ammonium sulfate; Svenningsson et al. (2006) for levoglucosan), 
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 (Seinfeld and Pandis (1998) for ammonium sulfate; Svenningsson et al. (2006) for levoglucosan) and
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 (Tang and Munkelwitz (1994) for ammonium sulfate).  Volume additivity was assumed in our formulation of the solution density for levoglucosan (Brechtel and Kreidenweis, 2000).  
Employing Equation 3 and the above-mentioned formula linking 
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 and 
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, we used iteration to evaluate the 
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 corresponding to prescribed values of 
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 and
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.   Iteration was also used to solve for the 
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corresponding to prescribed values of
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and 
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.   A temperature (298 K) was assumed.

Our analysis of the LExNO data set utilizes an approximate Koehler model which we tuned to Equation 3.   The approximating equation (Equation 4) has the advantages that it relates the quantities of interest (
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,
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 and 
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) and that it does not require tabulated data or parameterization for linking these quantities.
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Here the surface tension is approximated as that of pure water (
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=0.0722 J/m2 at T=298.15 K) and the vant Hoff factor (
[image: image101.wmf]i

) is treated as an adjustable coefficient; one which forces agreement between the predictions of Equations 3 and 4.   The upper and lower panels of Figure 3 compares Equations 3 and 4 for ammonium sulfate and levoglucosan, both at activation and at RH = 0.98.   Note that the departures shown in the figures are relative values calculated as
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where the “3” and “4” subscripts indicate the 
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 and 
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 predictions of Equations 3 and 4.   For the range of dry diameters examined during LExNO (30 to 100 nm) the departures are negligible.  Henceforth, we refer to Equation 4 and the departure-minimizing values of the vant Hoff factors (Figure 3) as the “working model.”  The following constants were utilized in the working model: 
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=1770 kg/m3 (ammonium sulfate) and
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=1600 kg/m3 (levoglucosan).

    
Figure 3 – Relative departure of Equation 4 from Equation 3 for the departure-minimizing values of the vant Hoff factors.   In the top panel the departure of the critical fractional relative humidity is presented.   In the bottom panel the relative departure of
[image: image110.wmf]w
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 at RH=0.98 is presented.

The working model (Equation 4) plus measurements of 
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 and 
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 can also be used to derive a vant Hoff factor; here we compare derived values of 
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 to the value that minimizes the departure between the predictions of the working model and Equation 3 (i.e., the value for ammonium sulphate at RH=0.98 shown in lower panel of Figure 3, and also values derived for a few lower relative humidities).    For this comparison we use measurements obtained from a high humidity tandem differential mobility analyzer (HH-TDMA; Hennig et al. (2005)).  Figure 4 shows the comparison for RH values equal to 0.95, 0.96, 0.97 and 0.98.   
Tabea and Heike:  I suspect these values may not come from LExNO.   Is it OK to use them in this paper?   If the measurements are already published, and you say “OK”, tell me where they are published.   Tabea, reference to your thesis should be good enough.
The top panel illustrates the sensitivity of the vant Hoff factor to error in the measurement of relative humidity and demonstrates that the error sensitivity increases with increasing RH.   For example, it can be seen that for a hygroscopic growth factor (
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) equal to 2.6 the error in RH ((0.01 fractional RH units) manifests as a substantial error in the derived vant Hoff factor.    This sensitivity to RH error originates from the fact that the slope of the GF/RH relationship increases quite markedly over the range of values considered in the figure (0.95<RH<0.98).    The bottom panel of Figure 4 also plots the 
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-induced error in the vant Hoff factor.  Furthermore, this panel shows that error in the derived vant Hoff factor can also propagate from error in 
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.   The latter is presumed to result from error in the control and measurement of the air flow rate through the differential mobility analyzer which is a component of the HH-TDMA.   The magnitude of the 
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-induced error is shown as gray error bars.  For this analysis the upper- and lower-limits on 
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 are taken to be 1.05
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, respectively.
This discussion has focused on a method which quantifies error in a derived vant Hoff factor.    HH-TDMA measurements of 
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,
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 and 
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are inputs used in the calculation.   We finish with consideration of whether or not the derived values differ significantly from the value which minimizes departure between the working model and Equation 3.  The bottom panel of Figure 4 shows the departure minimizing value of 
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 as a dashed, nearly horizontal, line.    Clearly the 
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 error can bring the derived value of 
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 down to the dashed line.   We conclude from this that the HH-TDMA measurements, plus the
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 error, or a combination of 
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 errors, are needed to bring the derived values of 
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 into concordance with the working model.   The magnitude of the 
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 error points to the need for refining the precision and accuracy of relative humidity measurements used in vant Hoff factors derived from HH-TDMA, and other high relative humidity TDMA measurements.   The same can also be said for measurements of 
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, and by inference 
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.  These considerations will be probed further as we examine HH-TDMA measurements of particles composed of levoglucosan and measurements of levoglucosan and ammonium sulfate properties at activation.  


Figure 4 – (top panel) Calculated growth factors, based on the working model (Equation 4), at four relative humidities for 100 nm dry diameter particles composed of a hypothetical material having the molecular weight and density of ammonium sulfate and with van Hoff factors which differ by (0.08 from the value 
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=1.85.   The
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 error is (0.01 (fractional 
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 units).  The lower panel shows values of the vant Hoff coefficient derived from 
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,
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 and 
[image: image140.wmf]d

D

 measurements acquired from the HH-TDMA (Hennig et al., 2005) (100 nm dry diameter ammonium sulfate particles).   Error limits are
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for relative humidity and dry diameter, respectively.
Ammonium Sulfate and Levoglucosan Particles
In these experiments aerosols composed of ammonium sulfate and levoglucosan were prepared at dry diameters that ranged from 50 to 100 nm.   Results are presented in Figure 5 (ammonium sulfate) and in Figure 6 (levoglucosan).   Particles were generated by spray atomization of solutions composed of the solute material and purified water.  Critical supersaturations were evaluated by the four CCN instruments and are here reported as critical fractional relative humidities at the selected values of
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).  In the case of the levoglucosan tests, the HH-TDMA (Hennig et al. (2005)) was used to perform current measurements of the equilibrium wet diameter (
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) corresponding to an applied fractional relative humidity (
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=0.98).   In the case of the ammonium sulfate experiments, the HH-TDMA measurements were not made concurrently.   However, we do report HH-TDMA data obtained at an ammonium sulfate diameter slightly larger than that used for the CCN studies.   The measurements used to construct this datum have already been presented in Figure 4.
The left panel of Figure 5 shows good agreement among the derived values of the critical fractional relative humidity for ammonium sulfate, and also good consistency with the working model.   Since the CCN instruments were calibrated using ammonium sulfate, this agreement is expected.   The HH-TDMA datum obtained at 
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=100 nm also plots close to the working model.   The left panel presents vant Hoff factors derived using 
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 and the CCN measurement of 
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, or using HH-TDMA measurements of 
[image: image152.wmf]d

D

, 
[image: image153.wmf]w

D

 and 
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.   For the far right data value, obtained from the HH-TDMA, we examine how errors in the measurements propagate through the working model; imparting error to the derived vant Hoff factor.    This analysis is similar to that shown in lower panel of Figure 4 where we employed the working model, HH-TDMA measurements, and HH-TDMA errors, to generate four error limits surrounding a nominal 
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 coordinate.   In the right panel of Figure 5 we show four error limits as vertexes of a rhomb surrounding the nominal  
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 coordinate of the HH-TDMA measurement made at 
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=100 nm.  Similarly, we also consider how error in 
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 (Table 1) and in 
[image: image161.wmf]d

D

 propagate through the working model to define a rhomb surrounding the nominal data value from the Leipzig-CCN instrument.   Since the rhomb crosses the 
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=2.28 reference line, derived in Figure 3, we conclude that the Leipzig-CCN measurements are indistinguishable from the prediction of the working model.  We conclude the same for the other CCN instruments but do not show their error limits because these make the graph too cluttered.  Conformity with the working model is also apparent for the HH-TDMA measurement made at 
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=100 nm, but here the error limits are larger and the displacement of the datum from the reference line (
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=1.895, Figure 3) is also larger.
Figure 6 shows an analysis similar to that in Figure 5, but in this case the material is levoglucosan.   Furthermore, the HH-TDMA measurements were made concurrent with the CCN measurements.   For the smallest dry particle diameter, the right panel reveals significant negative departures from the vant Hoff factor of working model in the case of the Mainz-CCN, the Leipzig-CCN and the HH-TDMA data.   As was the case in Figure 5, we only plot the error limits for the latter two data sets.    It is also apparent that the Leipzig-CCN vant Hoff factor is significantly smaller than the model prediction at the two larger levoglucosan diameters.

Figure 5 -  Ammonium sulfate aerosol.

Figure 6 -  Levoglucosan aerosol
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