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Diana, Adam and Heike:
Please reply in this document, using a different font.   Also, please date and initial your comment (e.g., JRS/20061205).
For our LEXNO manuscript, I want to make a proposal.    I am proposing that we calibrate our instruments with data collected exclusively in our home laboratories.   For Adam, we have discussed the impact of this for some time now. On the next page I have attached the proposed LEXNO chamber calibration results for the WY and CO instruments.
I do not want to take my home calibrations as a calibration for the measurements done during LEXNO for the following reason:

The supersaturation in the DMT-CCNC is quite sensitive to the room temperature and to the ambient pressure. The pressure does not vary very much between Leipzig and Mainz, but the temperature in our lab in Mainz is usually ~23-24°C whereas in Leipzig we had only 20.5°C. Just this temperature difference causes a relative difference in S of 6%, which is not negligible.
And furthermore, we did a proper calibration in Leipzig, why should we not use it?

In my case, I had 8 calibration points from the Copenhagen chamber during LACIS, where the last 3 ones differed systematically from the 5 first. That is a riddle. However, I had my suspicion that the calibration changed as the aerosol flow dropped during the last 3 experiments (I put a Balston filter on the back of the CCNC to avoid exposure to dangerous aerosol particles, which decreased the flow from around 3 L/min to 2.4 L/min). However, Jeff you say that in theory it shouldn’t matter. Though, the CCNC was in no other physical way changed between the 5 first and the 3 last points.

In any case, Jeff’s method (see his paper) for calculating the chamber calibration constant demands mathematically that we use at least 11 points. Since we had only 8 points, we took some values from the Copenhagen lab as well. Of course, I could use only 8 (or even better 3 points?), but then I would have to use a method different from Jeff’s. It’s a matter of taste which calibration points to use I believe. If I use only 3 points I get a systematically good result that also compares better with Diana’s. Though, an error of that one is hard to calculate, and it seems that Jeff and I don’t trust our models if we use different methods during the same campaign. On the other hand, using 8 or 16 (with Copenhagen lab included), makes the data systematically shifted, and we also use data not from the current measurements as Diana suggests to calculate the calibration.

I feel that we have the opportunity (this manuscript) to advise on the magnitude of the bias when a DMT is field-deployed without a DMA and a particle generation system (for calibration).   Specifically, how large of a difference exists between Sc based on the home-laboratory calibration versus what you get with an on-site calibration?   Keep in mind that the calibrations are referenced to a DMA, which means flow rate control precision and accuracy in the DMA.
This is exactly one of the things I already discuss in my current paper, which shall be submitted by January. We have started working on this topic independently of and well before LexNo, and thus we want to publish these results separately. I will send you a preprint as soon as available, and it can be referenced with regard to the DMT uncertainties.
For LACIS, the calibrations will be the same. However, we do have more calibrations than only the one done during LExNo, and I got a range of uncertainty for this. This range already is included in the error bars I gave for our Scrit. Jeff: just tell me, what you want from us.

One thing that concerns me is the “Lab-temperature-issue”. I had no idea, that the calibration would be dependent on the lab-temperature as much as you, Diana, tell us above. I’m concerned now, because your calibrations took place downstairs. At that time, this lab there was still pretty empty, and I don’t know which temperature was in there (were do the 20.5°C come from, Diana?)! By now, the small version of LACIS is in there, and we struggle to keep the temperature below 25°C, so I can’t tell how it was without it in there. However, the tower always was at 25°C or higher! At least at the top level!!! That means, that it must have been warmer than 20.5°C at the level where all of your instruments were standing. Does that mean your calibrations are all worthless???

Sorry for the misunderstanding. When I was talking of the room temperature I was actually talking of the sample temperature which is recorded inside the DMT. I thought it is more or less the same, but probably not. But anyway, what I said yesterday is not wrong. The sample temperature during LEXNO was ~3K less than in my usual Mainz calibration, which causes a difference in S of ~6%.
I guess it could explain some of Adams disagreement in his calibration, can it???
For Diana, I am unsure of how you transform form an indicated supersaturation (I say nominal supersaturation) to the actual supersaturation (I say effective supersaturation). 

Jeff, your nominal S is the S theoretically calculated from the temperature difference of the two plates in the WY-CCNC, is that right? 

In the DMT-CCNC you set a temperature difference (dT) between the top and the bottom of the column in which the supersaturation is generated. With our calibration we find out which S we get for which dT and not which S we get for which theoretical (i.e. nominal) S. That is why we not distinguish between a nominal and an effective S.

Also the instrument manual states clearly that you have to calibrate your instrument to get your own dT-S relation.

You are correct about our nominal S (i.e., Snom = f(DT,Tt) where Tt is the temperature of the top plate, DT is Tt-Tb, and Tb is the temperature of the bottom plate).   
What you write in the above paragraph also points to similarities between the supersaturation calibration for the DMT and for the WY.   These similarities should be discussed in our paper (also the differences see below).
Let me elaborate.  For WY we fix the DT, and determine the dry particle size and thus the S (via Koehler) that corresponds to 50% activation (this S is called Seff, the effective supersaturation).   Also, the corresponding Snom is evaluated as Snom = f(DT,Tt), where DT is the fixed DT (see Snider et al., 2006).   
What we are now doing is different from what we report in Snider et al. (2006), and this is somewhat new, although Svenningsson/Bilde/Adam (and others) use the same approach.
You are right. We normally calibrate our instrument also by fixing dT and determine the particle size of 50% activation. This was different during Lexno, and it is certainly worth mentioning in the paper. In our group, we have used this approach for our other CCNC which is similar to the WY type also before (Frank et al. 2006, ACPD, 6, 2151–2174).

Now, we are holding the dry size constant (from Koehler we evaluate Seff) while varying DT (and therefore Snom).  From this we evaluate a 50% activation nominal supersaturation.   The plots at the end of this document are a summary of that calibration: Seff (a function of dry size via the Koehler model) is plotted versus the 50% activation nominal supersaturation (function of DT and Tt), i.e., the Snom that we get for the DT that produces 50% activation.
Note, we could also express those plots (Seff versus Snom) as Seff versus DT, if a fixed Tt is assumed.  I.e., DT is a function of Snom and Tt since Snom = f(DT,Tt).
Like the DMT, the WY S is a function of Tt (nearly the laboratory temperature).   Here is an estimation of that sensitivity, based on Snom = f(DT,Tt) (Snider et al., 2006).   Note that at Tt = 25 oC the percent difference is about 8%.   This is comparable to the 6% sensitivity you report above.  
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What differences exist between the DMT and WY?
For WY, and other static diffusion chambers, we have a relatively simple chamber model for relating DT (and Tt) to Snom (Snom = f(DT,Tt)).  This is demonstrated in the left-hand panels shown above.   For the DMT the model is much more complex.   Isn’t this the important distinction?   Of course, other aspects of the physics are also distinguishing.  For example in the DMT it is the differing rates of heat and mass diffusion which creates the supersaturation, while in the WY (and other static chambers) it is the non-linearity of saturation vapor pressure versus temperature.
Yes, and of course we should discuss the different working principles in the manuscript. 
Is a technique published?    

There is a model for calculating S from dT (Lance et al., 2006), but this theoretical relation is not part of the CCNC software. Moreover, the instrument parameters required for running this model (thermal resistances etc.) have to be determined by calibration experiments and are not straightforward to extrapolate (separate topic of research). 

Publications which describe the principle of the DMT-CCNC are:

Roberts, G. C. and Nenes, A.: A Continuous-Flow Streamwise Thermal-Gradient CCN Chamber for Atmospheric Measurements, Aerosol Science & Technology, 39, 3, 206-221, 2005.
Lance, S., Medina, J., Smith, J. N. and Nenes, A.: Mapping the Operation of the DMT Continuous Flow CCN Counter, Aerosol Science & Technology, 40, 4, 242-254, 2006.
Nor do we know the thermal resistance in our chamber walls.   This is one of the main points of Snider et al. (2006), and is related to the issue brought forth by Stratmann et al. in JTECH (2004).   For WY, we account for that unknown thermal resistance by evaluating Seff versus Snom (in our laboratory).   LACIS does something similar to that, and for DMT it appears that you also calibrate (S vs. dT at fixed ambient temperature).
By the way: there is publication now, which describes how we do it for LACIS (going from measured droplet size to critical super-saturation): Wex et al. (2006), Calibration of LACIS as a CCN detector and its use in measuring activation and hygroscopic growth of atmospheric aerosol particles, Atmos. Chem. Phys., 6, 4519-4527. Our technique is not as developed as the ones you all are using, but judging from the “raw” trend we saw during LExNo, I’d say it isn’t completely off!

In our manuscript can you (should you?) present a plot similar to that shown on the following page, and discuss the technique?

I could provide a plot S vs. dT.
Yes, if you’d like to have one from LACIS, too. (It’s in the manuscript mentioned above, but it should be OK to have it in an other one again, right?)

Would that be something new and useful to the community?
I would not say that this is something new, but I think it is a compulsory part of the experimental section, in which we should say that we had made a calibration and show how it looked like.
Yes, I agree.   Can you write 1 ot 2 paragraphs on that for the LEXNO manuscript and also provide the plot of S vs. dT, that you refer to above?   Note also:   I don’t want to want to shut the door on using your home-laboratory calibration for discussing LEXNO and its broader implications.
Yes, I will be happy to do so.

Does that also mean us, the LACIS-people, the 1 or 2 paragraphs?
I also want to propose that the chamber calibration results be allowed from experiments conducted in our home laboratories either prior to, or after, LEXNO.

My proposal is motivated by the following question:   
When we bring our instrument to a field site or to a laboratory experiment like LEXNO, and apply our home-laboratory calibration data, how accurately do we measure the 50% activation supersaturation?
In my opinion (which only refers to the DMT-CCNC) one should never bring the instrument to a field site or wherever without calibrating it at this location. It is also not recommended by the company to assume their theoretically determined calibration curve for your own instrument unit.

Currently I am writing a paper about the calibration of a DMT CCNC (“Calibration and measurement uncertainties of a continuous-flow cloud condensation nuclei counter (DMT-CCNC)”). One of the conclusions will be that it is absolutely not advisable to apply home-laboratory calibration data!

Yes, we could see from our instrument, that indeed there were differences between the calibration in Copenhagen/in the lab downstairs in Leipzig compared to the Leipzig tower. As it is very important with calibration points at the measurement site, then we would need more calibration points during the campaign (in Jeff and my case, 11 points) or find a method for calibrating that allows for larger error margins if we use less calibration points to save campaign time.

Let me rephrase the question:   How much different is the Sc you derive for the LEXNO-Pure AS experiments (conducted both downstairs and in the tower) using the home-laboratory calibration versus the LEXNO calibration?
I will send this to you within the next couple of weeks.
On a related topic, and attached to this email, is the updated table of results from LEXNO.   Please look at it carefully, but also recognize that this may not be the final result.   For example, Diana can you fill in your results for the first eight/nine experiments, provide the Snom* values that you used for the doublet correction, and calibrate all LEXNO experiments using data exclusively from Mainz?
I should rephrase this question also.   Can you provide the calibrated S (at the inflection between the doublet and singlet) that you used for the doublet correction?

Yes. We are ready to contribute additional input for the intercomparison of the WY-CCNCs with the DMT-CCNC, but substantial efforts (e.g. re-calculations of LexNo data with another calibration) will most likely not be possible before early next year. 

Thanks for your help, your ideas and criticism.   

Regards,

Jeff

Here is the chamber calibration for WY
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Here is the chamber calibration for CO
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